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A microstructure-based internal state variable (ISV) plasticity-damage model was used
to model the mechanical behavior of a porous FC-0205 steel alloy that was procured via
a powder metal (PM) process. Because the porosity was very high and the nearest neigh-
bor distance (NND) for the pores was close, a new pore coalescence ISV equation was
introduced that allows for enhanced pore growth from the concentrated pores. This coa-
lescence equation effectively includes the local stress interaction within the interpore lig-
ament distance between pores and is physically motivated with these highly porous
powder metals. Monotonic tension, compression, and torsion tests were performed at var-
ious porosity levels and temperatures to obtain the set of plasticity and damage constants
required for model calibration. Once the model calibration was achieved, then tension
tests on two different notch radii Bridgman specimens were undertaken to study the
damage-triaxiality dependence for model validation. Fracture surface analysis was per-
formed using scanning electron microscopy (SEM) to quantify the pore sizes of the differ-
ent specimens. The validated model was then used to predict the component performance
of an automotive PM bearing cap. Although the microstructure-sensitive ISV model has
been employed for this particular FC-0205 steel, the model is general enough to be
applied to other metal alloys as well. [DOI: 10.1115/1.4025292]

1 Introduction

Computational and mathematical based modeling of the ther-
momechanical behavior for powder metallurgy (PM) component
design and performance prediction are recognized as significant
contributions to improving efficiency, quality, and cost of current
production and generating new business opportunities for the
automotive industry. PM techniques are being incorporated to
manufacture various complex shaped engineering components,
which prove difficult to cast or shape by alternative procedures. A
motivating factor driving the development of a mathematical
based model is the ability to accurately predict the variation in
property performance caused by inhomogeneous density distribu-
tion. Research addressing mathematical modeling will provide
several benefits including: near net shape components, complex
geometries, high strength and minimal or eliminated finishing
operations [1].

In this paper, we address stress-state dependence and associated
material modeling to capture the different yield stress, work hard-
ening, and failure strain effects in a very porous metal alloy.
Although some porous plasticity models have been employed in
the past (cf. [2–9]) based on pore volume fractions, none of these
formalisms included microstructural features such as nearest
neighbor distance of pores, grain size effects, stress state depend-
ence, particle size effects, particle volume fraction effects, and

temperature and strain rate dependence on each of the void nucle-
ation and coalescence equations. The physics-based model that
includes microstructure-based internal state variables for plasticity
and damage based upon Bammann [10–14], and later improved
by Horstemeyer and Gokhale [15] and Horstemeyer et al. [8] by
including pore nucleation, pore growth, and pore coalescence
evolution equations is used to correlate to the experimental data.
The McClintock [16] pore growth rule is used for pores growing
from particles, while the Cocks and Ashby [17] pore growth rule
is applied for pre-existing pores growing. In this paper, we present
all of the pertinent structure-property experiments along with the
model calibration and model validation results showing the
robustness of the model over various temperature, stress state, and
strain rate excursions.

2 Microstructure-Based ISV Plasticity-Damage Model

A physically-based model including microstructure-based inter-
nal state variables for plasticity and damage based on the work
of Bammann [10–14], Horstemeyer and Gokhale [15], and
Horstemeyer et al. [8] was used as a basic framework for this very
porous metal study. The McClintock pore growth rule was incor-
porated for pores growing from particles [16], while the Cocks
and Ashby’s pore growth rule was used for pre-existing pore
growth [17]. All of the associated equations are shown in
Appendix A, but the main differing equations are illustrated here
in the text to elucidate our contribution.

The multiplicative decomposition of the deformation gradient
into elastic and plastic parts is assumed. The deformation
gradient, F, connects a point in the reference (nondeformed) con-
figuration to the same point in the current (deformed)
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configuration. Work by Lee [18] showed that the decomposition
of the deformation gradient, F, into elastic, Fe, and plastic, Fp,
parts as Eq. (1).

F ¼ FeFp (1)

Here, the elastic deformation gradient, Fe, represents the reversi-
ble elastic stretching and rotation of the crystal lattice in the
current (deformed) configuration. The plastic deformation
gradient, Fp, describes the irreversible plastic deformation due to
crystallographic slip. The addition of volumetric changes on the
multiplicative decomposition was described by Bammann and
Aifantis [11] based on Lee’s work [18]. Here, the plastic deforma-
tion gradient splits into an isochoric inelastic, Fp

d , and a volumet-
ric inelastic, Fp

v , part. The multiplicative decomposition of the
deformation gradient is given by

F ¼ Fe Fp
d F

p
v (2)

The Jacobian of the volumetric plastic deformation gradient in
Eq. (2) characterizes the change in volume or change in density
due to pores nucleating and growing for a constant mass.

J ¼ detðFp
vÞ ¼

V1

V0
¼ q0

q1
(3)

Assuming that the volume in State 0 and State 1 are equal due
to inelastic incompressibility, then the change in volume from
State 0 (reference configuration) to State 1 (intermediate configu-
ration) is

V1 ¼ V0 þ Vv (4)

where V1 and q1 are the volume and density in State 1, respec-
tively. Then, V0 and q0 are the volume and density in State 0,
respectively. The term Vv is a new term added from the volume of
the pores. From Eq. (3), damage, u, is defined as the ratio of vol-
ume in elastically unloaded State from the reference volume to
the volume in the intermediate configuration

u ¼ V1 % V0

V1
¼ Vv

V1
(5)

In the context of this kinematic framework, the evolution of dam-
age given by Horstemeyer [19] is

u ¼ g! þ upore

! "
c (6)

where c is a coalescence term, g is a pore nucleation term, ! is a
pore growth term, and upore is the damage originating from pre-
existing pores. The nucleation term, g, is the number of pores per
unit volume with Horstemeyer [19] expressing the term in rate
form as

_g ¼ _e
d0:5
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g a
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where _e is the strain rate, d is the average inclusion particle size,
KIC is the fracture toughness, f is the initial pore volume fraction,
a, b, c2, and CTg are material constants, J2 and J3 are the second
and third deviatoric stress invariants, I1 is the first invariant
of stress. The pore growth equation currently used is from
McClintock [16]
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where R0 is the initial pore radius and n is the strain-hardening
exponent. The damage originating from the initial pores in the
material is from Cocks and Ashby [17]

_upores ¼
1

ð1% uporesÞVðTÞ=YðTÞ
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) *
_ek k (9)

where m is a material constant, rh and re are the hydrostatic and
equivalent Von Mises stresses, respectively.

A new coalescence equation is based on previous work by
Horstemeyer [20] where coalescence effects were studied as a
function of temperature and pore arrangement in a matrix. The
equation introduced here is a function of both pore size and pore
spacing

_C ¼ 4d0
NND

' (f

expðCTCTÞ _e (10)

where T is the temperature, CTC is the temperature dependent ma-
terial constant, d0 is the pore diameter, NND is the pore nearest
neighbor distance, e is the total strain, and f is a material constant.
The coalescence Eq. (10) implements the micromechanical finite
element results of Horstemeyer [20] in which the critical distance
between pores resulting in maximum coalescence was four pore
diameters between pores; this equation is also the first to include a
microstructural feature such as the nearest neighbor distance of
pores. The coalescence equation is illustrated by a nonlinear
behavior as observed in Fig. 1 where the effect d0 has on coales-
cence is depicted. Hence, Eqs. (6), (7), and (10) are different equa-
tions than those found in the literature in that they reflect
microstructural measurable content within the rate equations. So
evolution equations for damage nucleation, growth, and coales-
cence evolve differently under varying stress states, temperatures,
and strain rates.

The trend in Fig. 1 depicts that the coalescence increases more
noticeably at higher plastic strain levels when the average pore di-
ameter, d0, increases. In other words, the distance between pores
is so close that their associated stress fields affect each other such
that the pores grow faster compared to the case if the neighboring
pores were not present. A similar trend is observed in Fig. 2,
which illustrates the effect of how increasing the material con-
stant, f, adjusts the coalescence equation.

As the constant f increases, more nonlinearity is observed for
the coalescence at higher plastic strain levels than lower values as
observed in Fig. 2. A higher value of coalescence is also illus-
trated with an increasing f. The dependence of how decreasing (or

Fig. 1 Coalescence enhancement as a function of strain
portraying how an increasing pore diameter increased the
coalescence for pore growth
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increasing) the distance between pores adjusts the coalescence
equation is clarified in Fig. 3.

The increase in pore spacing is depicted in Fig. 3 gives a reduc-
tion in coalescence. More nonlinearity and higher values of the
coalescence equation curve are observed as the distance between
pores decreased.

3 Model Set-Up and Calibration on FC-0205

The plasticity-damage model required calibration and valida-
tion before use in the design optimization process. To calibrate
the model, a set of constants were determined that describe the
model for a certain material. One set of constants was determined
by using experimental true stress–strain data for different stress
states, strain rates, and temperature effects. The other set of the
constants were determined from the microstructural information
of the experimental specimens and the open literature.

3.1 Material Composition. Water atomized iron powder,
Atomet 1001, from Quebec metal powders was the base iron
powder for the FC-0205 material used in the study. A nominal
composition of 2wt. % Cu, 0.05wt. % graphite, and balance iron
was blended, binder treated, pressed, and sintered into rectangular
compacts with sintered densities of 6.35 g/cm3 and 7.05 g/cm3 via
a proprietary process developed by Metaldyne, LLC [21].

3.2 Experimental Procedure. A series of compression, ten-
sion, and torsion experiments were performed to quantify the
microstructure-property correlations for calibration of the internal
state variable plasticity-damage model that admits heterogeneities
of microstructures and defects. Tension and compression tests
were performed on standard ASTM specimens machined from the
sintered blanks. ASTM E8 hour-glass cylindrical specimens with
a gage diameter of 6.35mm and a gage length of 25.4mm were
used for tension testing [22]. Cylindrical compression specimens

were machined with a diameter of 8.20mm and a height of
9.84mm. The torsion tests employed a Lindholm type specimen
design with an outside diameter of 19.05mm, an inside diameter
of 9.53mm, and a gage length of 2.08mm.

All tests were performed at a strain rate of 10%4/s and at one
room temperature of 293K. Additionally, tension and compres-
sion tests were also performed at a temperature of 593K.

High rate compression experiments were also performed on
cylindrical specimens at 293K to capture strain rate effects. All
tests were performed on specimens machined from rectangular
blanks compacted and sintered by Metaldyne, LLC at a sintered
density of 6.35 g/cm3 and 7.05 g/cm3. A detailed explanation of
the structure-property experimental procedure may be found in
the publication by Allison et al. [23].

3.3 Description of the Model. As stated earlier, the
plasticity-damage model required calibration and validation
before use in the design optimization process. The material con-
stants and microstructural quantities are provided in Appendices
B and C, respectively. The fracture toughness, KIC ¼ 40 MPa

ffiffiffiffi
m

p

was obtained from the literature [24]. However, the averages for
initial pore radius, pore volume fraction, initial particle size, parti-
cle volume fraction, and grain size were determined from micro-
structural analysis as discussed previously in the manuscript by
Allison et al. [23]. From image analysis, we quantified the micro-
structural quantities and the damage parameters from examining
the fracture surface of failed specimens and the data are reported
in Table 1.

The damage parameters were obtained from fracture surface
image analysis on a minimum of four SEM images for three
specimens at different initial porosity levels. Specimens with
lower initial porosity (approximately 9%, which really is not
that low when compared to castings, extrusions, and rolled mate-
rial but is relatively low when compared to the other PM speci-
mens in this study) exhibited a larger average pore diameter, d,
on the fracture surface than the higher initial porosity specimens.
Because the higher initial porosity (approximately 19%) speci-
mens had a greater pore density, the nucleation term, g, in Table
1 was greater for those specimens. No new pore nucleation
occurred upon deformation as the energy dissipation incurred by
pores growing upon deformation into each other fairly rapidly.
Note from Table 1 that the specimens with less initial porosity
exhibited more pore growth, v, and coalescence, c, on the frac-
ture surfaces because they had a lower number of pores at the
beginning.

DMGFIT, a fitting software developed at Mississippi State Univer-
sity (MSU) based on the ISV plasticity-damage model [8], was
used for determining the plasticity and damage constants for the
model. Figures 4–6 were all determined at one time with one set
of plasticity-damage constants. Because the algorithm tried to
optimize the whole set data and not just one curve, all of the
curves were not exactly captured by the model; however, the
model typically captured the main features within the uncertainty
bands of the experimental data. Simultaneous fitting of the differ-
ent curves (tension, compression, and torsion) are capable with
the DMGFIT software as shown in Figs. 4 and 5, respectively.

Fig. 2 Coalescence enhancement as a function of strain
portraying how an increasing coalescence exponential, f,
increased the coalescence for pore growth

Fig. 3 Coalescence enhancement as a function of strain por-
traying how a decreasing pore nearest neighbor distance, NND,
increased the coalescence for pore growth

Table 1 Damage parameters obtained from fracture surfaces
of low and high porosity ambient (293K) tensile specimens

Low initial porosity
specimens

High initial porosity
specimens

uinitial 0.09 0.19

Observations of fracture surface
d (lm) 32.03 27.41
v'c (lm2) 806.72 591.38
g (#/lm2) 0.0009 0.0015
ufracture 0.73 0.92
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The smooth lines in Figs. 4 and 5 are the model results, where
the data points are averaged experimental data from experiments
tested at different stress states, strain rates, and temperatures for
the low porosity specimens in Fig. 4 and the high porosity speci-
mens in Fig. 5. The hardening and recovery of the experimental
data curves are correlated well by the model for low strain rate
tests. Further fine-tuning of the model constants would allow for
more accurate prediction of the high rate compression data. How-
ever, the model captured the elongation to failure of the tension
specimens within the uncertainty of the experimental data. Finite
element analyses using a single element also verified the model
giving the same answers as the DMGFIT software, which is essen-
tially a self-contained material point simulator.

The ambient tensile test data in Fig. 6 provides a mean data
point curve from three high porosity experiments and three low
porosity experiments. The upper bound and lower bound data
curves both have an uncertainty band on the strain-to-failure in
the figure.

The onset of yield is captured by the model even though the
elastic modulus appears slightly lower than the experimental data.
For the upper bound model curve, the modulus is plotted lower
than the mean data and the lower bound model prediction plots
the curve below or on the lower bound data (data shows that
experiment is not linear all the way to where we are predicting
yield.). The plastic hardening and recovery portions are captured
by the model since the upper bound model is plotted between the

Fig. 4 Internal state variable plasticity-damage model calibration for mean
monotonic stress–strain behavior under different stress states and temperatures
with a relatively low initial porosity (9%); (a) shows long range transients of the
stress–strain behavior up to 20% strain and (b) shows the short range transients
up to 2% strain
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mean and upper bound data. The plasticity portion of the lower
bound model is graphed between the lower bound data and the
mean data points.

The damage evolution curves are plotted in Fig. 7 for both the
293K and 573K tensile experiments. Clearly, the damage model
does a great job of capturing the elongations-to-failure thus giving
confidence of the predictability capability of the model.

The damage evolution in Figs. 7(a) and 7(b) for the low initial
porosity tensile specimens under predicts the damage evolution
resulting in slightly larger strain-to-failures than what was
observed experimentally. However, for the high initial porosity
specimens the elongation-to-failure is within the uncertainty band
of the experimental data for the two temperature levels.

4 Model Validation of FC-0205 Powder Metallurgy
Steel

Once the material constants were determined from the calibra-
tion experiments, they no longer should be altered. Validation of
the model occurred by comparing the plastic and damage behavior
of the material with notch Bridgman tensile specimens [19] and
the main bearing cap.

4.1 Notch Bridgman Tensile Testing Validation. The notch
Bridgman [19,25] specimens allow for different stress triaxiality
conditions to influence the damage progression differently. Two
different notch radii were chosen for the analysis. The specimens

Fig. 5 Internal state variable plasticity-damage model calibration for mean mono-
tonic stress–strain behavior under different stress states and temperatures with a
high initial porosity (19%): (a) shows long range transients of the stress–strain
behavior up to 20% strain and (b) shows the short range transients up to 2% strain
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are labeled in this writing as R15 and R38 having a notch radii of
R¼ 0.15 cm and R¼ 0.38 cm, respectively. The ratio between one
half of the cross-sectional diameter of the specimen at the centre
of the notch, a, respect to the notch radius, r. Therefore, R15 has
a ratio a/r¼ 0.142/0.06¼ 2.367 and for R38 the a/r¼ 0.142/
0.075¼ 1.893.

Monotonic loading of notch Bridgman specimens was per-
formed up to and including failure. The use of the notch geometry
created stress gradients in the specimens similar to structural com-
ponents, allowing for experimental and numerical methods to be
validated in preparation for the prediction of actual stress and
damage in real engineering components.

Experiments on notch Bridgman specimens were performed to
failure and then other specimens were tested to 98%, 95%, and
90% of the failure load using an Instron 5882 testing machine,
with a 6100 kN maximum loading capacity. Although the tests
were run in strain control using an Instron 2630-052 extensometer
at a strain rate of 0.0001/s in the unnotched region, the load was
monitored to know when stoppage occurred.

Image analysis results of the microstructure showing pore char-
acteristics of the notch tensile specimens are provided in Fig. 8.
The pore diameter, nearest neighbor distance and porosity level
data obtained from image analysis of optical micrographs of the
notch specimens examined as in Fig. 8 is provided in Table 2
showing that the specimens had very close microstructural
characteristics.

Fracture surfaces of the Bridgman specimens for both notch
root radii are shown as SEM images in Fig. 9. SEM analysis of
the Bridgman fracture surfaces depict the powder particles with
cleaved and micropore fractures for both radii tested. The image
analysis results of the fracture surfaces provided the damage
information in Table 3. The results from these surfaces show that
coalescence was the main source of damage growth, with some
pore growth during deformation. The pore nucleation density
essentially remained the same because with so many pores at the
beginning, the easiest mechanism for dissipation was pore growth
that was enhanced by coalescence. When comparing Tables 2
and 3 information, one can see that the total pore volume fraction
grew from approximately 9–10% to 85–86% at fracture.

To validate the notch tensile tests and predict the location of
failure, the notch specimen was modeled using the finite element
method with the boundary conditions shown in Fig. 10. The notch

specimen was modeled as a deformable body with Young’s Mod-
ulus varying as a function of distributed density as defined in the
user material subroutine UMAT with the use of C3D8R contin-
uum brick elements. The notch specimen was subjected to dis-
placement time loading in which the lowest cross-section in the
notch region was fixed and the top part was subjected to loading
as shown in Fig. 10.

Damage levels are nonlinearly related to the magnitude of the
triaxiality [20]. Thus, larger levels of triaxiality will translate into
greater regions where the pores grow and coalesce. To validate
the accuracy of the plasticity-damage model, both the plasticity
and damage progression were analysed using the finite element
model for each of the notch specimens tested. As shown in
Fig. 11, the contour plots of these results indicate that the central
region in specimen has the highest level of triaxiality consistent
with [20].

The load–displacement curves for the notch specimens were
used to “validate” the plasticity of the model as the material con-
stants were already fixed from the model correlation experiments
and clearly the model follows the experimental trends as shown
in Fig. 12. The model captures the maximum load and fracture
displacement for the R15 and R38 specimens. The model load–
displacement curves show a very slight variation in the elastic
slope, while in the experiments the variation was more noticeable
showing either variation in machine compliance or greater distri-
butions in the specimen porosity. The model also captures satis-
factorily the elongation path for the R15 and R38 notch
specimens.

Figure 12 shows a good correlation between the experimental
and finite element model results. The model predicts satisfactorily
the damage location of the notch subjected to tensile loading, and
a size effect where the larger radius exhibits more plasticity than
the smaller radius specimens during testing. The stress triaxiality
in the center of the notch region as shown in Fig. 10 causes the
pores to grow and coalesce, which results in damage to be greater
at the notch center. Furthermore, the finite element model predicts
the same load–displacement curve as the experiment up to a maxi-
mum point where damage reaches a critical value.

4.2 Main Bearing Cap Validation. Once the material model
has been calibrated and validated, then it can be used in the design

Fig. 6 Internal state variable plasticity-damage model calibration for mean mono-
tonic tension experimental data with an initial relatively low porosity (9%) and high
porosity (19%)
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process to help predict behavior of structural components particu-
larly pertaining to the durability and life of the components. These
techniques are helpful in predicting the location of failure of the
component, stress distributions, cracks initiating during the tensile
or fatigue loading. However, for the material model to be accurate
and successful, computer simulation should be accompanied with
a complete experimental database for validation. In our case, these
validation experiments included several test methods such as
monotonic load testing and fatigue testing of the automotive main
bearing cap.

Monotonic tension experiments were conducted on sintered
main bearing caps (MBCs) at room temperature ((273K) in labo-
ratory air with relative humidity near 45–60 RH. The loading was
applied on the legs of the MBC as shown by the arrows in Fig. 13.

Testing was conducted in displacement control at a rate of
0.25mm/s. The MBCs were preloaded to 133N, which ensured
that the load was applied at the end of the bearing cap feet. A nut
and bolt were used to set the loading location and also to ensure
the surface of the MBC remained in the same plane as the finite
element simulations employed the boundary condition. Data
acquisition was recorded every 100ms with the extension, load,
and displacement recorded. The load–displacement curves of the
MBCs from the monotonic tests are reported in Fig. 14, where
the displacement is reported from the crosshead displacement of
the load cell. The failure location was the same for all the MBCs
tested.

The finite element mesh of the MBC loading setup included the
MBC, which was modeled by the proposed ISV formulation

Fig. 7 Experimental and finite element model simulated stress–strain curves and
the associated damage evolution for the uniaxial tension tests carried out at (a)
293K and (b) 573K
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described in this effort, and two rods protruding through the bear-
ing cap ends. The rods were meshed as a rigid body with R3D4
rigid elements, while the bearing cap was meshed using C3D8R
continuum brick elements. Since rods were defined as the rigid
bodies, they were not influenced by the forces and stresses acting
on the model. Boundary conditions were applied to the rods, with
loading applied to one rod while the other rod was fixed. As
shown in Fig. 15(a), the porosity distribution of the MBC from
the compaction computational results were used as input for the
performance model. Because the density variation during sintering
was very small (0.2–0.3%) for the FC-0205 iron-based powder,
the density variation during sintering was not considered, so the
density distribution was directly mapped from the compaction FE
analysis after springback, using the feature *MAP SOLUTION in
ABAQUS/Standard.

The mechanical properties of the MBC depended upon the het-
erogeneities of the porosity and grain size. The material model [8]

Fig. 8 Initial porosity optical micrograph of notch tensile
specimens at 293K for the relatively low porosity (9%)
specimen

Table 2 Image analysis of the initial porosity optical micrographs for the notch tensile specimens

Small notch root radius Large notch root radius

Low porosity image analysis Average Maximum Average Maximum

Pore diameter, d (lm) 8.34 130.13 8.31 149.04
NND (lm) 12.62 72.61 12.51 69.65
Porosity, u 0.0972 — 0.0939 —
Pore nucleation density, g (#/lm2) 0.00178 — 0.00173 —
Pore volume *coalescence, v'c (lm2) 54.7 — 54.2 —

Fig. 9 SEM fracture surface images of Bridgman specimens with notch radii of (a) 0.38 cm and
(b) 0.15 cm
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included damage dependent material parameters that include the
direct measurements of the pore sizes, nearest neighbor distances
of the pores, porosity, and grain size in order to capture the loca-
tion of failure during monotonic loading. Figure 16 compares the
monotonic testing of the MBC experiment to the finite element
model results. Clearly, the performance model predicted the fail-
ure location at the same point where the experiment exhibited the
behavior approximately 45 deg in the arch denoted by Region C in
Fig. 16(a) that corelates to the fractured specimen in Fig. 16(b).
Regions A and B as shown in Fig. 16(a) refer to the maximum
Von Mises stress, which is not the region of crack initiation and
maximum damage. The Von Mises stress is typically used to
determine the “hot” spot on a component for failure. However,
these simulations indicate that the Von Mises stress would have
given the wrong location and thus should not be used for the crite-
rion for crack initiation, because it does not take into account the
heterogeneous porosity distribution in the bearing cap not does
necessarily align with the greatest stress triaxiality.

Another part of the model validation was related to the mea-
surement of strains in a region not necessarily near the fracture
location. Strain gages were applied to the MBC as shown in
Fig. 16(b). Figure 17 shows that the simulation strain versus dis-
placement follows that of the experiment.

The comparison of the finite element simulations with the
experimental results illustrates the excellent correlation between
the model and tests. Now that the calibrated ISV plasticity-
damage model was validated via the notch tensile specimens and
the MBC, it can be used with confidence for design and analysis
of powder metals and structural components.

Fig. 10 Boundary conditions of the notch Bridgman speci-
mens for finite element analysis with different states of stress
triaxiality

Fig. 11 Comparison of failure location for the (a) R38 and (b)
R15 notch Bridgman tensile speciments with failure denoted by
the damage parameter in the qaurter space finite element
simulations

Fig. 12 Load–displacement comparison between the experi-
mental results and the FEA results for notch tensile tests (R15
and R38 specimens)

Fig. 13 Test fixture and loading application of the powder
metal steel MBC

Table 3 Damage parameters obtained from fracture surfaces of
large and small notch root radii tensile specimens

Large notch
root radius

Small notch
root radius

Pore diameter, d (lm) 24.58 21.64
Pore volume *coalescence, v'c (lm2) 474.57 367.79
Pore nucleation density, g (#/lm2) 0.0018 0.0023
Porosity, u 0.86 0.85
NND (lm) 9.08 4.30
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5 Conclusions

An ISV constitutive model previously developed for wrought
and cast materials was used (Ref. [8]) to examine the microscale
plasticity-damage model correlation with experimental monotonic
tests on a commercially available powder metallurgy material
(FC-0205). The addition of a new coalescence ISV equation to the
existing model allowed for accurate calibration of the model using
experimental tension, compression, and torsion tests that allowed
for material characterization of the material. Calibration of tension
and compression experiments were completed at temperatures of
293K and 573K, while torsion calibration was limited to 293K.
Calibration of the model was also performed by using high rate
Hopkinson/Kolsky compression data at 293K. Validation of the
model was then accomplished using notched tensile specimens
with different triaxiality levels and monotonic testing of PM com-
ponents. The model validation analysis produced load–displace-
ment curves that compared well to the experimental results. The
mechanical behavior was satisfactorily predicted for the quasi-
static loading conditions even though certain discrepancies were
observed in the results related to experimental uncertainties and
model approximations.

Acknowledgment

This research was funded by U.S. Automotive Materials Part-
nership (AMD410) contract no. FC-26-02OR22910 with guidance
from Howard I. Sanderow (Center for Powder Metallurgy Tech-
nology—CPMT), Russell A. Chernenkoff (Metaldyne), Paulo

Fig. 14 Plot of load–displacement results for the main bearing caps

Fig. 15 Finite element model for monotonically loaded test
showing (a) the initial porosity solution (SDV28) of the main
bearing cap transferred from the compaction model results and
(b) the performance model configuration with applied boundary
conditions.

Fig. 16 Comparison of (a) finite element model with (b) experi-
mental results indicating crack initiation at point C and (c) the
regions of maximum Von Mises stress with the (d) tabulated
results

Fig. 17 Comparison of the experimental data with the finite
element model at two different locations of the main bearing
cap (where the strain gage was located)

041008-10 / Vol. 135, OCTOBER 2013 Transactions of the ASME

Downloaded From: http://materialstechnology.asmedigitalcollection.asme.org/ on 09/25/2013 Terms of Use: http://asme.org/terms



Rosa (DaimlerChrysler), Shekhar G. Wakade (GM Powertrain),
and Glen Weber (Ford Motor Company). We would also like to
acknowledge the Center for Advanced Vehicular Systems
(CAVS) at Mississippi State University for supporting this work.

Nomenclature

a ¼ constant for nucleation equation
b ¼ constant for nucleation equation
c ¼ coalescence
c2 ¼ constant for nucleation equation

CTC ¼ temperature constant for coalescence equation
CTg ¼ constant for nucleation equation
d ¼ average inclusion particle size
dg ¼ average inclusion particle size
d0 ¼ pore diameter
D ¼ rate of deformation
De¼ elastic rate of deformation

Din ¼ inelastic rate of deformation
Dp

d ¼ isochoric inelastic rate of deformation
Dp

v ¼ volumetric inelastic rate of deformation
f ¼ initial particle volume fraction
F ¼ deformation gradient

f(T) ¼ rate sensitivity of yield
Fe ¼ elastic portion of deformation gradient
Fp ¼ inelastic portion of deformation gradient
Fp
d¼ isochoric inelastic portion of deformation gradient

Fp
v ¼ volumetric inelastic portion of deformation gradient
G ¼ Shear modulus
h ¼ kinematic hardening modulus
H ¼ isotropic hardening modulus
I1 ¼ first stress invariant
J ¼ Jacobian
J2 ¼ second deviatoric stress invariant
J3 ¼ third deviatoric stress invariant

KIC ¼ fracture toughness
m ¼ strain rate sensitivity parameter
n ¼ strain hardening exponent

NND ¼ pore nearest neighbor distance
R ¼ isotropic hardening
rd ¼ kinematic dynamic recovery
rs ¼ kinematic static recovery
R0 ¼ initial pore radius
t ¼ time
T ¼ temperature
V ¼ volume

V(T) ¼ strain rate dependence on yield
Y(T) ¼ rate independent yield

a ¼ kinematic hardening
f ¼ constant for coalescence equation
e ¼ strain
g ¼ pore nucleation

k, l ¼ elastic Lame constants
! ¼ pore growth
q ¼ density
r ¼ stress
re ¼ equivalent Von Mises stress
rh ¼ hydrostatic stress
u ¼ damage or volume fraction of pores

Appendix A

Horstemeyer et al. [8] modified the ISV plasticity model
(Bammann et al. [5]) to account for stress state dependent damage
evolution and to include the heterogeneities of microstructure
for damage progression and failure analysis. Here the grain size,
particle size, particle volume fraction, pore size, pore volume frac-
tion, and pore nearest neighbor distances were required within the
modeling framework. The pertinent equations in this model are
denoted by the rate of change of the observable and internal state

variables. The equations used within the context of the finite ele-
ment method are given by

r
) ¼ _r%Wer% rWe

¼ k 1% /totalð Þtr Deð ÞI þ 2l 1% /totalð ÞDe %
_/total

1% /total

r (A1)

De ¼ D% Din (A2)

Din ¼ f Tð Þ sinh r0 % ak k% Rþ Y Tð Þð Þ 1% /totalð Þ
V Tð Þ 1% /totalð Þ

# $
r0 % a
r0 % ak k

(A3)

a
o ¼ _a%Weaþ aWe

¼ h Tð ÞDin %
ffiffiffi
2

3

r
rd Tð Þ Din

&& &&þ rs Tð Þ
" #

ak ka
( )

dg0
dg

# $z
(A4)

_R ¼ H Tð ÞDin %
ffiffiffi
2

3

r
Rd Tð Þ Din

&& &&þ Rs Tð Þ

" #

R2

( )
dg0
dg

# $z
(A5)

_/total ¼ _/particles þ _/pores

h i
cþ /particles þ /pores

+ ,
_c (A6)

_/particles ¼ _gvþ g _v (A7)

_g ¼ _e
d1=2

KICf 1=2
g a

4

27
% J23
J32
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þ b

J3

J3=22

þ c
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_C ¼ 4d0
NND

' (f

expðCTCTÞ _e (A10)

_/pores ¼
1

1% /pores

! "m % 1% /pores

! "
" #

& sinh
2 2ðV Tð Þ=Y Tð ÞÞ % 1ð Þ
2ðV Tð Þ=Y Tð ÞÞ þ 1ð Þ

rH
rvm

) *
_ek k (A11)

The rate equations are generally written as objective rates (r
o
,a
o
)

with indifference to the continuum frame of reference assuming a
Jaumann rate in which the continuum spin equals the elastic spin
(W ¼ We). The ISV Eqs. (A4)–(A11) are functions of the observ-
able variables (temperature, stress state, and rate of deformation).
In general, the rate equations of generalized displacements, or
thermodynamics fluxes, describing the rate of change may be
written as independent equations for each ISV or as derivatives of
a suitably chosen potential function arising from the hypothesis of
generalized normality. An advantage of assuming generalized nor-
mality, although somewhat restrictive, is unconditional satisfac-
tion of the Kelvin inequality of the second law of thermodynamics
(nonnegative intrinsic dissipation), i.e.,

r : Din % b : a
) % j ' _R% Yg ' _g% Yv ' _v% Yc ' _c * 0 (A12)

The selection of the ISVs may, in principle, be somewhat arbi-
trary, but the kinematic hardening, isotropic hardening, and dam-
age rate equations are physically motivated and strongly influence
the history of the material. The ISV model accounts for deviatoric
inelastic deformation resulting from the presence of dislocations
in crystallographic material, dilatational deformation, and ensuing
failure from damage progression.
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The elastic Lame constants are denoted by k and l. The elastic
rate of deformation (De) results when the flow rule as shown in
Eq. (A3) is subtracted from the total deformation (D), which is
defined by the boundary conditions that comes from the finite ele-
ment analysis. The independent variables for the inelastic rate of
deformation are given as the stress, temperature, and internal state
variables. This is similar to power law and Garofalo [13] equa-
tions for creep except that the ISVs are now included. The devia-
toric inelastic flow rule, Din, encompasses the regimes of creep
and plasticity and is a function of the temperature, the kinematic
hardening internal state variable (a), the isotropic hardening inter-
nal state variable (R), the volume fraction of damaged material
(/), and the functions f(T), V(T), and Y(T), which are related to
yielding with Arrhenius-type temperature dependence. The func-
tion Y(T) is the rate-independent yield stress. The function f(T)
determines when the rate-dependence affects initial yielding. The
function V(T) determines the magnitude of rate-dependence on
yielding. These functions are determined from simple isothermal
compression tests with different strain rates and temperatures,

VðTÞ ¼ C1 exp %C2=Tð Þ; YðTÞ ¼ C3 exp C4=Tð Þ;
f ðTÞ ¼ C5 exp %C6=TÞð

(A13)

The kinematic hardening internal state variable, a, reflects the
effect of anisotropic dislocation density, and the isotropic harden-
ing internal state variable R, reflects the effect of the global dislo-
cation density. As such, the hardening Eqs. (A4)–(A5) are cast in
a hardening-recovery format that includes dynamic and static re-
covery. The functions rs(T) and Rs(T) are scalar in nature and
describe the diffusion-controlled static or thermal recovery, while
rd(T) and Rd(T) are scalar functions describing dynamic recovery.
Hence, the two main types of recovery that are exhibited by popu-
lations of dislocations within crystallographic materials are cap-
tured in the ISVs. The anisotropic hardening modulus is h(T), and
the isotropic hardening modulus is H(T). The hardening moduli
and dynamic recovery functions account for deformation-induced
anisotropy arising from texture and dislocation substructures by
means of stress-dependent variables. By using J

0

3 in the hardening
equations the different hardening rates between axisymmetric
compression and torsion (torsional softening) were accurately
captured

rd Tð Þ ¼ C7 1þ C19
4

27
% J023
J032

# $' (
exp %C8=Tð Þ (A14)

h Tð Þ ¼ C9 1þ C20
4

27
% J023
J032

# $' () *
% C10T (A15)

rsðTÞ ¼ C11 exp %C12=Tð Þ (A16)

Rd Tð Þ ¼ C13 1þ C21
4

27
% J023
J032

# $' (
exp %C14=Tð Þ (A17)

H ¼ C15 1þ C22
4

27
% J023
J032

# $' () *
% C16T (A18)

RsðTÞ ¼ C17 exp %C18=Tð Þ (A19)

where J02 ¼ 1
2 ðr

0 % aÞ2 and J03 ¼ 1
3 ðr

0 % aÞ3. The deviatoric stress
r0 is expressed in indicial notation as

r0ij ¼ rij %
1

3
rii (A20)

The damage variable / represents the damaged fraction of mate-
rial within a continuum element. The damage reduces the material

strength, enhance the inelastic flow, and soften the elastic moduli
in the region where it is growing. Equations (A7)–(A11) introdu-
ces the void volume fraction (porosity) as damage. By including
damage, /, as an ISV, different forms of damage rules can easily
be incorporated into the constitutive framework. Bammann and
Aifantis [11] demonstrated the applicability of the Cocks and
Ashby [17] void growth rule used as the damage rate equation in
the ISV model. In the framework above, each damage component
(nucleation, g, growth, v, and coalescence, c) evolve as ISVs.

The generalized thermodynamic force conjugate, Y, is often
referred to as the energy release rate for elastic brittle materials
and the J-integral for inelasticity. In essence, an increment of
damage will have associated energy released per unit damage
extension as new damaged area (or volume) is developed.

The damage progression is divided into void nucleation and
growth from second phase particles and from pores. Coalescence
ISV in Eq. (A10) is introduced to reflect pore–pore interactions
and particle-pore interactions. The void nucleation ISV in
Eq. (A8) is discussed in length by Horstemeyer and Gokhale [7].
The void growth ISV related to particles inducing pores/voids,
Eq. (A9). Other forms can be used and evaluated, but this equa-
tion allows for a strain rate sensitivity in relation the plasticity
model (m¼V(T)/Y(T)). For the porosity evolution, the Cocks
and Ashby [10] void growth rule is used as shown in Eq. (A11).
In these equations, the microstructural features to be used are
the following: particle size, d, volume fraction of particles, f,
grain size, dg, pore size, p, vinitial¼ 4/3p(p/2)3, volume fraction
of pores, /pores.

Appendix B: Microstructure-Property (Elastic–Plastic)
Model Constants for FC-0205

Constants

Material property
information

G (MPa) 80,384

a 0
Bulk (MPa) 174,167

b 0

Melting temp (K) 1811
Yield stress and adjustment
constants (Eq. (A13))

C1 (MPa) 20

C2 (K) 0
C3 (MPa) 376
C4 (K) 0

C5 (1/MPa) 1& 10%5

C6 (K) 0

Kinematic hardening and
recovery terms
(Eqs. (A14)–(A16))

C7 (1/MPa) 1.5

C8 (K) 87.5
C9 (MPa) 59,000
C10 (K) 0.75

C11 (s/MPa) 0
C12 (K) 0

Isotropic hardening and
recovery terms
(Eqs. (A17)–(A19))

C13 (1/MPa) 0.01

C14 (K) 14
C15 (MPa) 7800
C16 (K) 0.04

C17 (s/MPa) 0
C18 (K) 0

Hardening and recover cons Ca %9.1
Cb %0.35

Temperature Init. temp (K) 293
Heat gen. coeff 0.34
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Appendix C: Microstructure-Property (Damage) Model
Constants for FC-0205
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Constants

McClintock pore growth
(Eq. (A9))

Pore growth exp 0.3

Init. radius (mm) 0.0055

Nucleation (Eq. (A8)) A 1
B 1
C 1

Nuc coeff 2& 10%006

Fract. toughness MPa (m1/2) 40
Part. size (mm) 0
Part. vol fract. 0

Coalescence (Eq. (A5)) cd1 1
cd2 1

gs0 (lm) 15
gs (lm) 15

gs exp. Zz 0.3

Init. pore vol. fract. 0.19
CA pore growth (Eq. (A11)) Pore growth constant 16
Nucleation (Eq. (A8)) Nuc. temp. depend. 0
Coalescence (Eq. (A10)) Coal. temp. depend. 0
Yield strength adjustment
terms (Eqs. (A14)–(A15))

c19 0

c20 0

Modulus-porosity adjustment
term (Eq. (A10))

f 3
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